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ABSTRAK 
Penggunaan alat transportasi darat di Indonesia terutama di kota-kota besar seperti Surabaya, 

mengalami pertumbuhan yang pesat. Namun, peningkatan penggunaan ini juga berdampak pada 

peningkatan kecelakaan lalu lintas. Salah satu faktor penyebab utamanya adalah distraksi yang dialami oleh 

pengemudi. Oleh karena itu, penelitian ini bertujuan untuk mengembangkan metode untuk mendeteksi 

pengemudi yang terganggu menggunakan teknologi klasifikasi gambar dengan model Convolutional 

Neural Networks (CNN) dan Support Vector Machine (SVM). Dalam penelitian ini, data diperoleh dari 

dataset "State Farm Distracted Driver Detection" yang berisi gambar-gambar pengemudi yang sedang 

berkendara dalam kondisi terganggu atau tidak fokus. Proses awal melibatkan pra-pemrosesan data, seperti 

mengubah ukuran gambar menjadi 50 x 50 piksel dan membagi dataset menjadi data latih dan data uji. 

Kemudian, ekstraksi fitur dilakukan menggunakan model CNN dengan tiga lapisan konvolusi, tiga lapisan 

Maxpooling, dan satu lapisan Flatten. Setelah ekstraksi fitur, metode Principal Component Analysis (PCA) 

digunakan untuk mengurangi dimensi data. Selanjutnya, model SVM dilatih menggunakan data hasil 

reduksi fitur oleh PCA dengan pembagian data yang digunakan adalah 60:40. Penelitian ini melakukan 

perbandingan antara menggunakan PCA dan tanpa PCA. Berdasarkan hasil pengujian, penggunaan PCA 

tidak hanya meningkatkan akurasi klasifikasi hingga 96.28% dibandingkan dengan 92.46% tanpa PCA, 

tetapi juga mempercepat waktu pelatihan menjadi 10.64 detik dari 19.67 detik tanpa PCA. 

Kata kunci: Pengemudi Terganggu, CNN, PCA, SVM 

 

ABSTRACT 
The use of ground transportation in Indonesia especially in major cities like Surabaya has 

experienced rapid growth. However, this increased usage has also led to a rise in traffic accidents. One of 

the main contributing factors is driver distraction. Therefore, this study aims to develop a method for 

detecting distracted drivers using image classification technology with Convolutional Neural Networks 

(CNN) and Support Vector Machine (SVM) models. In this research, data was obtained from the "State 

Farm Distracted Driver Detection" dataset, which contains images of drivers who are either distracted or 

not focused while driving. The initial process involves data preprocessing, such as resizing images to 50 x 

50 pixels and dividing the dataset into training and testing data. Next, feature extraction is performed using 

a CNN model with three convolutional layers, three Maxpooling layers, and one flattened layer. After 

feature extraction, the Principal Component Analysis (PCA) method is used to reduce the dimensionality 

of the data. Furthermore, an SVM model was trained using data reduced by PCA with a 60:40 data split. 

This research conducted a comparison between the use of PCA and not using PCA. Based on the test results, 

the use of PCA not only improved the classification accuracy to 96.28% compared to 92.46% without PCA 

but also accelerated the training time to 10.64 seconds from 19.67 seconds without PCA. 

Keywords: Distracted Drivers, CNN, PCA, SVM  

 

 

1. INTRODUCTION 

The utilization of ground transportation in Indonesia especially in major cities like Surabaya is 

exceptionally high. This is driven by the presence of well-developed road infrastructure designed to 

facilitate traffic flow [1]. However, the flip side of this coin is the high incidence of traffic accidents. In 

developing countries, statistics indicate that 1.25 million people die each year as a result of these accidents. 
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One of the primary causes is driver impairment or distraction, such as the use of electronic devices, eating, 

and drinking while driving [2][3]. 

Data from Surabaya in 2017 recorded 1.338 accidents, with 461 of them involving private cars [4]. 

These accidents resulted in 71 fatalities and 47 people suffering severe injuries. Driver negligence, 

particularly due to distractions like texting or eating, is a primary factor that elevates the risk of accidents.  

To address this issue, the primary focus is on road safety and driver behavior. One proposed approach is to 

leverage cutting-edge technology in image classification. This technology enables the monitoring of driver 

actions and categorizing them as either distracting or not. Previous studies have extensively delved into this 

field. One research has found that CNN models outperform Vision Transformers in detecting distracted 

drivers, achieving an accuracy of 90% using a pre-trained DenseNet model [5]. In December 2019, Qingzhi 

Bu and colleagues conducted a study titled "Research on a Driver's Distracted Behavior Detection Method 

Based on Multiclass Classification and SVM." This research utilized the Histogram of Oriented Gradient 

(HOG) method for feature extraction and Support Vector Machine (SVM) as the classifier. In this study, 

the obtained accuracy result was 90.84% [6]. 

Taking into consideration all the existing findings and methods, researchers are embarking on further 

research into detecting distracted drivers. The method to be employed involves feature extraction using 

CNN, followed by feature reduction through PCA before the training process using SVM models. The 

primary objective of this research is to determine the accuracy in distinguishing between distracted and 

non-distracted drivers, thus potentially making a significant contribution to road safety improvement 

efforts. 

 

2. MATERIAL AND METHODS 

Distracted Driving 

Distraction or impairment while driving is a leading cause of road accidents, accounting for 25% of 

the total accidents that occur. This distraction is defined as a shift of focus from the primary task of driving 

to secondary tasks, such as looking at billboards, using a smartphone, or even conversing with passengers. 

According to the National Highway Traffic Safety Administration, some indications of distracted drivers 

include talking on the phone, even in "hands-free" mode, texting, adjusting the radio or AC, as well as 

eating and drinking [7]. 

This level of distraction can be gauged through various indicators. For instance, drivers who are 

completely focused on driving will be recorded as "Undistracted," while those engaged in phone 

conversations or operating the radio will be categorized as distracted. This situation can also be exacerbated 

by the presence of other passengers in the vehicle, further diverting the driver's attention. Figure 1 serves 

as an example of the driver being in a distracted state. 

 

Figure 1. Example of distracted driver 

 

Convolutional Neural Networks (CNN) 

CNN are a subset of neural networks specifically crafted for processing data with grid-like or lattice 

structures, such as images. Utilizing mathematical operations known as convolution, CNNs effectively 

extract essential features from input data [8]. The typical structure of a CNN typically involves three main 

types of layers: convolutional layers, activation layers, and pooling layers. In the convolutional layer, a 

convolution operation occurs between the input image matrix and filters, and it is described as [9]. 

𝑛𝑜𝑢𝑡 = (
𝑛𝑖𝑛−𝑘+2𝑝

𝑠
) + 1 (1) 
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Activation functions like ReLU (Rectified Linear Unit) are employed to introduce non-linearity 

elements into the network, enabling CNN to grasp more intricate patterns. The ReLU function is defined 

by Equation 2 [10]. 

𝑓(𝑥) = 𝑚𝑎𝑥(0, 𝑥) (2) 

Pooling layers, such as max pooling or average pooling, serve to reduce the dimensionality of the 

feature map. This not only accelerates computations but also extracts dominant features from the data [8]. 

The final stage in the CNN architecture typically involves the "Flatten" process, where the two-dimensional 

feature map is transformed into a one-dimensional vector. This facilitates the integration between CNN and 

other classification algorithms such as SVM, which require one-dimensional vector format inputs. 

Principal Component Analysis (PCA) 

PCA is a statistical technique utilized for dimensionality reduction of data without significant 

information loss. By rotating the original coordinate system, PCA establishes a new, simpler coordinate 

system that facilitates data interpretation and minimizes errors in the classification process [11][12]. This 

technique is effective in dealing with highly correlated data with numerous variables, consolidating them 

into a smaller number of principal components. PCA operates through specific algorithmic steps, including 

calculations of data mean and covariance matrices, as well as the extraction of eigenvectors and 

eigenvalues. Mathematical formulas like Equation 3 and 4 are utilized in this process. Subsequently, the 

resulting principal components are employed as a new representation of the original data, often with lower 

dimensions but retaining high information retention. 

𝑋 =  
1

𝑛
 ∑ 𝑋𝑖

𝑛
𝑖=1  (3) 

𝐶𝑥 =
1

𝑛−1
∑ (𝑋𝑖 − 𝑋)𝑛

𝑖=1 (𝑋𝑖 − 𝑋)
𝑇
 (4) 

Support Vector Machine (SVM) 

SVM is a pivotal method in machine learning introduced by Vapnik in 1992. This method 

emphasizes Structural Risk Minimization (SRM) to discover the optimal "hyperplane" that separates data 

between classes [13]. SVM is employed for various tasks, including classification and regression. In 

classification, for instance, SVM seeks the hyperplane that maximizes the distance between classes [14]. 

Furthermore, SVM has also been extended to handle multi-class classification. This approach involves 

techniques like 'one-vs-rest' and 'one-vs-one'. In this model, each class is represented by a vector wm, and 

classification is performed by maximizing the objective function in Equation 5, where 𝑤𝑚
𝑇 𝑥 represents the 

score of class m against vector x [15]. 

�̂� = argmax
𝑚∈[𝑘]

𝑤𝑚
𝑇 𝑥   (5) 

Model parameters, such as weight vectors wm, are derived from the optimization process. In the 

context of multi-class problems, this optimization typically involves minimizing the objective function 

related to margin and classification loss. The problem formulation can take either a "primal" or "dual" form, 

and the proper parameter selection is crucial for model performance [16]. 

Confusion Matrix 

Confusion Matrix is a table that compares the number of correct and incorrect predictions made by 

a classification model. The rows in this matrix represent the actual data classes, while the columns represent 

the predicted classes. From the Confusion Matrix, one can gauge the model's performance and take steps 

to enhance its performance, such as increasing training data or adjusting model parameters. Furthermore, 

there are three crucial evaluation metrics in multi-class classification model performance analysis: 

accuracy, recall, precision, and F1-score. Accuracy measures how precisely the model classifies data 

overall by dividing the number of correct predictions by the total data, using Equation 6. On the other hand, 

Recall measures the extent to which the model can identify a specific class by dividing the True Positives 

(correct predictions) of that class by the total actual data of that class, using Equation 7. Precision measures 

how accurately the model predicts a specific class by dividing the True Positives for that class by the total 

predictions for that class, using Equation 8 [17]. The F1-Score, which is a metric used to assess the 

performance of a classification model, represents a harmonious balance between precision (the ability of 

the model to correctly identify relevant instances) and recall (the ability of the model to capture all relevant 

instances), using Equation 9 [18]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 𝑥 100% (6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 𝑥 100%  (7) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 𝑥 100%  (8) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (9) 

Research Flow 

In this research, the method to be employed involves data preprocessing, and feature extraction using 

CNN, followed by feature reduction with PCA before the training process using an SVM model for the 

classification of distracted drivers. Figure 2 illustrates the research flow, which begins with data collection, 

data preprocessing, data splitting, CNN modeling, PCA modeling, SVM modeling, and testing scenarios. 

 

 

Figure 2. Research Flow 

Data Collection 

In the data collection process, the data source utilized is obtained from Kaggle, an open-source 

platform, under the title "State Farm Distracted Driver Detection". This data is supplied by the insurance 

company State Farm and comprises a series of images of drivers captured by a camera located in front of 

the driver. Each image is labeled to indicate whether the driver is focused or distracted [19]. 

Table 1. Data Distribution 

No Class Number of Data 

1 safe driving 2489 

2 texting – right 2267 

3 talking on the phone – right 2317 

4 texting – left 2346 

5 talking on the phone – left 2326 

6 operating the radio 2312 

7 Drinking 2325 

8 reaching behind 2002 

9 hair and makeup 1911 

10 talking to passenger 2129 

Total Data 22424 

The issue of distracted driving has been a primary focus in efforts to enhance road safety. This is 

because distracted driving can lead to accidents, both minor and major. Therefore, State Farm has provided 

this dataset to assist in the development of artificial intelligence models that can detect driver conditions, 

aiming to reduce accidents and improve road safety. This dataset comprises approximately 22,424 labeled 

images used for model training. Each image in this dataset is labeled with one of ten different labels, each 

depicting a specific activity being carried out by the driver. The distribution of the dataset will be presented 

in Table 1. 

Data Preprocessing 

Before performing feature extraction on the "Distracted Drivers" dataset, preprocessing steps need 

to be carried out, as illustrated in Figure 3. The preprocessing step is to resize the image to 50 x 50 pixels 

from its original size of 480 x 640 pixels. This resizing is done to expedite the model training process. By 

reducing the image size to 50 x 50 pixels, the total number of pixels to be processed becomes significantly 

lower. This can reduce the computational load required during training, thus speeding up the time needed 

https://doi.org/10.35508/jicon.v11i2.12658
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to generate a suitable model. Additionally, this uniform resizing enhances visual consistency across the 

dataset, enabling the model to identify consistent patterns irrespective of variations in image size or aspect 

ratio. Furthermore, this preprocessing step helps in reducing visual noise commonly found in high-

resolution images, which may be irrelevant to the task at hand. By resizing the images, this visual noise is 

effectively diminished, allowing the model to focus more on essential features and patterns. Figure 3 

outlines the Data Preprocessing flow. 

 

Figure 3. Data Preprocessing Flow 

Splitting Data 

The data splitting in this research serves several crucial purposes. It enables the evaluation of the 

model's effectiveness in predicting unknown data, providing insights into the model's ability to generalize. 

Secondly, this process aids in preventing overfitting, which is a condition where the model becomes overly 

focused on the training data and fails to accurately predict new data. If this occurs, corrective actions such 

as regularization or model simplification can be taken. Thirdly, data splitting supports parameter 

optimization, allowing for comparisons between various models or parameter sets to find the most effective 

one [20]. The data splitting scenario to be used in the testing phase will be 60:40. 

Model CNN (Feature Extraction) 

Feature extraction in this research is handled by CNN, designed with three convolutional layers, 

three MaxPooling layers, and one Flatten layer. This first convolutional layer operates on input images that 

are dimensioned at 50x50 pixels and possess three color channels (comprising the RGB spectrum) as seen 

in Figure 4. Through this process, the convolutional layer generates a set of 32 feature maps, each intended 

to capture specific patterns and information within the image. The MaxPooling layers reduce the size of 

these feature maps, speeding up computations and reducing model complexity. 

 

Figure 4. Illustration of RGB channel on dataset 

The convolutional layers play a pivotal role in identifying image features, such as edges or curves, 

through a process called convolution. In this process, filters or kernels are slid across the entire image, and 

the multiplication results between filter elements and image elements are summed to create a matrix that 

indicates the filter's response to image features. Convolutional layers are typically applied repeatedly, 

producing a series of feature maps used as input for the next layers in the CNN architecture. Subsequently, 

the flattened layer transforms the feature maps into a one-dimensional vector. The entire architecture, as a 

whole, functions to extract relevant features from the input images. 

As seen in Figure 5, the CNN architecture comprises key layers, starting with a Conv 2D layer 

equipped with 32 filters, each sized (3,3), and applying the ReLU activation function using Equation 2. 

This layer conducts convolution on the input images, resulting in 32 feature maps. The input shape for this 

layer is (50, 50, 3), indicating the input images are 50x50 pixels with three color channels (as seen in 

standard RGB images). Subsequently, a MaxPool 2D layer, featuring a (2,2) filter, effectively reduces the 

https://doi.org/10.35508/jicon.v11i2.12658
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dimensions of the feature maps by half simplifying model complexity and enhancing computational 

efficiency. Following this, a second Conv 2D layer incorporates 64 filters, each with a (3,3) filter size, and 

employs the ReLU activation function using Equation 2. This layer conducts convolution on the feature 

maps obtained from the initial MaxPool 2D layer, resulting in 64 feature maps. A subsequent MaxPool 2D 

layer further reduces these feature map dimensions by half. For the third Conv 2D layer, 128 filters with a 

(3,3) filter size are employed, using the ReLU activation function specified in Equation 2. This layer 

conducts convolution on the feature maps stemming from the second MaxPool 2D layer, leading to the 

production of 128 feature maps. Once again, a MaxPool 2D layer follows to reduce dimensions by half. 

The final layer, the Flatten Layer, transforms these feature maps from the third MaxPool 2D layer into a 

one-dimensional vector. 

 

Figure 5. CNN Architecture 

Model PCA (Feature Reduction) 

After the CNN model extracts features from the data, PCA is employed to reduce its dimensionality. 

The purpose of using PCA is to expedite training time by reducing the number of features without losing 

crucial information from the images. Dimensionality reduction is particularly important when the features 

extracted by CNN have a very high dimension, making the training process more efficient with PCA. The 

Process Diagram of the PCA model is presented in Figure 6. 

 

 

Figure 6. Feature Reduction Flow using PCA 

Model SVM (Classifier) 

The training of the model involves the utilization of SVM as a classifier as seen in Figure 7. Before 

the classification stage can commence, a crucial preprocessing step is undertaken with feature reduction 

using PCA. The result from PCA is employed with the dual objective of expediting the SVM training 

process while ensuring that essential information is retained. The output of PCA yields pairs of training 

data and corresponding labels, encompassing a total of 10 unique labels. These labeled training data are 

then fed into the SVM algorithm, which leverages this information to learn the underlying patterns and 

relationships within the data. 

 

 

Figure 7. Training Proccess using SVM 

https://doi.org/10.35508/jicon.v11i2.12658
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Testing Scenario 

The system testing is conducted with the primary objective of attaining the highest possible 

classification accuracy. In pursuit of this goal, the testing process involves the careful selection of the 

optimal number of feature reductions. The testing phase is specifically focused on determining the most 

suitable number of PCA feature reductions for the SVM. This comparative testing is conducted based on 

the results of PCA feature reduction, which reduces the initially extracted features from the CNN. 

Additionally, the study involves a comparison between the features obtained through PCA reduction and 

the direct use of the initial features from the CNN, thereby assessing the influence of PCA on improving 

the SVM's performance. 

 

3. RESULT AND DISCUSSION 
Training and Testing with PCA Feature Reduction 

The phase of training and testing is aimed at comprehensively understanding the influence of feature 

reduction through PCA on the performance of the SVM model when it comes to classifying distracted 

drivers. Within this testing framework, the emphasis lies in comparing the effects of PCA-based feature 

reduction to the original features extracted from the CNN, yielding valuable insights into their influence on 

classification performance, as illustrated in Table 2. 

Table 2. Comparison between with PCA and without PCA 

Metric With PCA (%) Without PCA (%) 

Percentage of Variance 98.9556 100 

Precision 96.28 93.28 

Recall 96.13 92.45 

F1-Score 96.17 92.47 

Accuracy 96.28 92.46 

Train Time (seconds) 10.6472 19.6743 

Based on the results presented in Table 2, it is evident that the feature reduction through PCA had a 

significant impact on the classification performance of the SVM model in the context of classifying 

distracted drivers. The experimental findings reveal intriguing insights into the effects of different feature 

reduction levels. When the number of features is reduced using PCA, the resulting accuracy significantly 

improves to 96.28% compared to the scenario without PCA, which achieves an accuracy of 92.46%. This 

enhancement in accuracy underscores the utility of PCA in improving the model's ability to correctly 

classify distracted drivers. Additionally, the training time is substantially reduced to 10.6472 seconds 

compared to the 19.6743 seconds required without PCA. This signifies that PCA not only enhances 

accuracy but also accelerates the training process, making it a valuable tool for optimizing the SVM model's 

efficiency. Furthermore, it's important to mention that the percentage of variance explained by PCA is 

approximately 98.9556%. This indicates that PCA effectively captures a substantial portion of the data's 

variability while reducing the dimensionality.  

 

Figure 8. The result of the SVM classification 

This dimensionality reduction not only contributes to improved efficiency but also aids in preserving the 

essential patterns within the data. The experimental results highlight the advantageous impact of PCA in 

https://doi.org/10.35508/jicon.v11i2.12658
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terms of accuracy enhancement and training time reduction. The percentage of variance explained by PCA 

underscores its effectiveness in preserving important data characteristics while reducing feature 

dimensions, ultimately contributing to the overall improvement in model performance. The result of the 

SVM classification with an example of the classification outcome is shown in Figure 8. 

 

4. CONCLUSION AND SUGGESTION 
The research findings underscore the effectiveness of employing a combination of Convolutional 

Neural Networks (CNN) for feature extraction, Principal Component Analysis (PCA) for feature reduction, 

and Support Vector Machine (SVM) for the classification of distracted drivers. The experimentation 

involving PCA-based feature reduction emerges as a crucial setup. The outcomes reveal a substantial 

improvement in classification accuracy, with an impressive increase to 96.28% compared to the 92.46% 

achieved without PCA. This reduction in feature dimensions contributes to a remarkable reduction in 

training time, from 19.67 seconds without PCA to just 10.6472 seconds with PCA. 

For future research, several suggestions can be proposed based on these findings. First, alternative 

methods beyond CNN, PCA, and SVM could be explored to compare their accuracy and training duration. 

Second, the machine learning models developed could be integrated into web or mobile applications to 

facilitate real-time classification of distracted driving behavior. 
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