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ABSTRAK 
Sebagian besar pemantauan pelanggaran di jalan raya Indonesia saat ini dilakukan secara manual 

dengan memantau melalui kamera CCTV sehingga pengendara mobil masih melakukan kemungkinan 

pelanggaran dalam penggunaan sabuk pengaman. Residual Network (ResNet) sebagai salah satu arsitektur 

dengan tingkat akurasi mencapai 96.4% pada tahun 2015, yaang ditujukan untuk mengatasi masalah 

vanishing gradient yang biasa terjadi pada jaringan dengan layer yang banyak. Oleh karena itu, dalam 

penelitian ini, sistem dikembangakan menggunakan arsitektur RetinaNet untuk untuk mendeteksi 

pengemudi yang menggunakan sabuk pengaman dan pengemudi yang tidak menggunakan sabuk pengaman 

dengan bacbone ResNet. Selain itu pada penelitian ini membandingkan kinerja dari performansi ResNet-

101 dan ResNet-152. Adapun hyperparameter yang digunakan diantaranya jumlah dataset sebanyak 10,623 

citra pada proses pelatihan, dan parameter batch size adalah 1, dengan jumlah 10,623 steps, dan jumlah 

epoch sebanyak 16. Berdasarkan 60 pengujian yang dilakukan pada penelitian ini, model RetinaNet dengan 

arsitektur ResNet-152 melakukan lebih baik daripada arsitektur ResNet-101. Arsitektur ResNet-152 

menghasilkan performa sistem dengan akurasi 98%, nilai presisi 99%, nilai recall 99%, dan skor F1 99%. 

Kata kunci: sabuk pengaman, ResNet, CNN, deteksi objek 

 

ABSTRACT 
Most of the monitoring of traffic violations on Indonesian roads is currently done manually by 

monitoring through CCTV cameras, so drivers still have the possibility of violating the use of seat belts. 

Residual Network (ResNet) as one of the architectures with an accuracy rate of up to 96.4% in 2015, which 

is intended to overcome the vanishing gradient problem that commonly occurs in networks with many 

layers. Therefore, in this study, a system was developed using the RetinaNet architecture to detect drivers 

who use seat belts and drivers who do not use seat belts with the ResNet backbone. In addition, this study 

compares the performance of ResNet-101 and ResNet-152. The hyperparameters used include a dataset of 

10,623 images in the training process, and the batch size parameter is 1, with a total of 10,623 steps, and 

the number of epochs is 16. Based on 60 tests conducted in this study, the RetinaNet model with the ResNet-

152 architecture performed better than the ResNet-101 architecture. The ResNet-152 architecture resulted 

in a system performance with an accuracy of 98%, precision value of 99%, recall value of 99%, and an f1 

score of 99%. 

Keywords: seat belt, ResNet, CNN, object detection 

 

 

 

1. INTRODUCTION 
The seat belt is one of the tools that both drivers and passengers must use to maintain driving 

safety. The warning system of safety belt usage is also an obligatory feature, which reminds the driver to 

use a seat belt [1]. Every driver and car passenger on the road is required to use a seat belt. The seat belt 

can reduce the risk of fatal injury to the driver by 45% and the risk of moderate to critical damage by 50% 

[2]. However, many drivers underestimate the importance of seat belt use in the safety of driving on the 

highway, causing accidents. Even the government has tightened the rules by imposing sanctions on road 

users' violations, especially those who do not use seat belts. Based on Law No. 22/2009 on road traffic and 

transportation, article 289, if someone does not wear a safety belt, the punishment is imprisonment of one 

month (maximum penalty) or a maximum fine of Rp. 250,000. 

Currently, safety-supporting technology related to the use of seat belts is growing. All aim to 

increase the safety factor for vehicle users in emergency conditions, with the development of artificial 

intelligence technology and the widespread implementation of deep learning methods. So in this research, 

the detection of seat belts for car drivers on the road has been carried out using the deep learning method.  
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Deep learning is a method that is composed of multilevel layers for detection, segmentation and 

classification of objects with multilevel abstraction levels [3]. There is an algorithmic approach in the deep 

learning method, such as the Convolutional Neural Network (CNN) for object classification/detection [4] . 

CNN is one of the most prominent deep learning methods, where multiple layers are trained powerfully. 

This method is effectively and commonly used in computer vision applications [5]. With the development 

of computer vision applications, developed methods CNN model RetinaNet architecture with a goal in 

classification/detection becomes more accurate in its performance.  

RetinaNet has accurate performance exceeding two-stage detectors in focal loss and training data 

[6]. RetinaNet can work in various types of backbone network architecture from CNN, such as Residual 

Network (ResNet) (ResNet-50, ResNet-101, ResNet-152), VGG net-16, VGG net-19 dan DenseNet [7]. In 

the annual competition held by the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) and 

Common Objects in Context (COCO), various types of architectural backbones in classifying / detecting 

objects were introduced. In 2015, the first winner of the ILSVRC and COCO competitions by RetinaNet 

Model used the ResNet-152 architecture backbone, which had the lowest error rate of 3.6%, as shown in 

Figure 1 [8] [9]. 

 
Figure 1. Annual competition ILSVRC [8]  

Therefore, this research aims to compare system performance accuracy with the RetinaNet model 

using ResNet-101 and ResNet-152 architecture backbone to detect car drivers' seat belts. The gap of the 

research is the development of a system using RetinaNet architecture with the ResNet bacbone to detect 

drivers who use seat belts and drivers who do not use seat belts. The study compares the performance of 

ResNet-101 and ResNet-152 in detecting seat belt usage, using a dataset of 10,623 images in the training 

process, and the batch size parameter is 1, with a total of 10,623 steps, and the number of epochs is 16. This 

research aims to improve the accuracy of seat belt detection in real-time traffic monitoring systems by 

utilizing deep learning methods, which can contribute to improving road safety.  

2. RESEARCH METHOD 
There are 2 parts to the block diagram process, namely the training and testing process, can be 

seen in Figure 2. In the training data process, images of car drivers who use seat belts and without seat belts 

are collected. These images are labeled using LabelImg to become coordinate object data (xmin, xmax, 

ymin, ymax) and object class labels that are stored in files with *.xml extension [10]. The output produced 

in the training process is the RetinaNet Model using the ResNet-101 and ResNet-152 architecture 

separately, saved with the file *.h5 extension. 

In the testing process, system input is in the form of a front view car video recording file. The 

input video is extracted into several image frames. For each frame, a preprocessing process is carried out 

to create zero paddings for each color channel by reducing the BGR image matrix with a Caffe mode filter. 

Then, the process of feature map extraction is carried out using the ResNet-101 and ResNet-152 

architecture. The architecture of RetinaNet can be seen in Figure 3. RetinaNet is a network consisting of 

one backbone to calculate the feature map convolutionally on all images and two subnetworks. The first 

subnetwork functions to classify objects, and the second subnetwork functions to form a bounding box 

regression. Each level of the pyramid can be used to detect objects on a different scale. Feature Pyramid 

Network (FPN) [11] improves predictions at multiple scales on fully connected networks (FCN) [12]. 

Figure 3 shows the RetinaNet architecture layer. 
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Figure 2. Block diagram system 

 

 
 

Figure 3. RetinaNet architecture [12] 

 

Residual Network (ResNet) is a residual network that has deep networks. The deepest network of 

ResNet is 152 layers. ResNet architecture has five layers, the first layer is 18, the second layer is 34, the 

third layer is 50, the fourth layer is 101, and the fifth layer is 152. Each layer has a different number of 

convolution depths and produces a feature map/weight for object detection based on the dataset owned [13]. 

Figure 4 shows the ResNet architecture layer. 

In the ResNet architecture, a convolution process is carried out. The convolution process results 

are the feature map/weight value of the test data by producing anchor predictions to detect objects. Figure 

5 shows an illustration of the anchor box prediction for detecting objects. An anchor box is a set of bounding 

boxes that have been determined with a certain height and width. Anchor boxes are defined to capture the 

scale and aspect ratio of detected object classes and are usually selected based on the objects' size in the 

training data set[14][15][16]. The anchor area ranges from 322 to 5122 at each level of the pyramid with 

an aspect ratio of {1:2, 1:1, 2:1}. 
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Figure 4. ResNet Architecture and Layers [13]  

 

 
Figure 5. Illustration of Anchor Box [15]  

The following process is the box regression process and the classification process. The box 

regression process is carried out to regress any excess value on the detected object's bounding box. Then 

the classification process is carried out to classify the object of the driver who uses a seat belt and does not 

use a seat belt to produce a value and object class label.  

 

Preprocessing 

The preprocessing calculation of every color channel's original image matrix RGB (Red, Green 

and Blue) with the Caffe Mode kernel using Equation 1 to produce a preprocessing matrix. A similar 

process is carried out on the Red (R) and Green (G) color channels. 
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Figure 6. Feature Map Extraction 
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Feature Map Extraction Process 

The feature extraction process using Model RetinaNet with ResNet 101 and ResNet 152 backbone 

can be seen in Figure 6. A pyramid with sizes 322, 642, 1282, 2562, 5122 is made at this stage, as shown 

in Figure 3. The higher the pyramidal level, the smaller the image resolution.  

1. Zero-Padding 

Each anchor aims to predict the existence of an object. A zero-padding process is carried out at 

each anchors adding a matrix dimension to the image's side with the number 0, so the image matrix 

dimensions are bigger [17]. 

2. Pyramid Network Feature Process and anchor box 

After the zero-padding process is carried out, the first step is to make a pyramid with sizes 322, 

642, 1282, 2562, 5122. The higher the pyramidal level, the less image resolution. Each level of the 

pyramid has a different size and scale. Then at each level of the pyramid, an anc hor is made with a 

ratio of {1:2, 1:1, 2:1}. Figure 7 illustrates an anchor box's with a set of boxes in red on the driver 

object's image using a seat belt.  

 

Figure 7. Illustration of the Anchor Box in the image 

Each anchor is processed using convolution with ResNet-101 and ResNet-152 architectural 

backbone to produce feature map/weight values to predict the existence of recognized objects based 

on the dataset. 

3. Residual Network Process 

The following is the residual network subprocess. The ResNet process uses 101 layers and 152 

layers. The process consists of 7x7 convolution operations, 3x3 max pooling, 1x1 convolution, ReLU 

activation, 3x3 convolution operations, ReLU activation, 1x1 convolution operation [13][18]. The 

number of filters used in each convolutional operation on the residual module is adjusted to the residual 

network layer level. The ResNet process generates a feature map/weight value to predict the driver 

objects that use seat belts and those that didn't use seat belts based on the dataset model that has been 

created. 

 Residual network process described in Figure 8, Figure 9, Figure 10, Figure 11, and Figure 12. 

The residual processes of ResNet 101 and ResNet 152 have a different number of filters. The repetition 

of the multiplication process varies according to the number of layers used in the ResNet architecture. 

As in Figure 9, the value of i = 3 illustrates the process of repeating a 3x convolution.  

4. Convolution and Max Pooling Process 

In Figure 8, the initial residual network process is a convolutional process using a 7x7 kernel 

matrix with a shift of 2 strides. The convolution process multiplies the input image with the kernel or 

filter to get features on the image [19][20]. The Equation of the convolution process can be seen in 

Equation 2,  

 

ℎ(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) ∗ 𝑔(𝑥, 𝑦) = ∑ ∑ 𝑓(𝑎, 𝑏) ∗ 𝑔(𝑥 − 𝑎, 𝑦 − 𝑏)∞
𝑏=−∞

∞
𝑎=−∞  ................ (2) 

where h(x,y) is a pixel of convolution result, f(x,y) is a pixel of the original image, and g(x,y) is 

a kernel or filter template. 
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Figure 8. The Resnet Process Flow (1) Figure 9. The Resnet Process Flow (2) 
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Figure 10. The Resnet Process Flow (3) Figure 11. The Resnet Process Flow (4) 
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Figure 12. The Resnet Process Flow (5) 

The max-pooling process was carried out with a 3x3 matrix and 2 stride shifts from the results of 

the convolution process. As an example of a 4x4 convolution matrix, the max-pooling process is carried 

out with a 2x2 kernel matrix size and 2 stride shifts, then taking the maximum value for each image 

pixel.  

5. Regression Process 

The regression process is carried out to regress any excess value on the detected object's bounding 

box as shown in Figure 13. The first step is to convolute 3x3 the feature map results three times with 

256 filters. The ReLU activation process to change the resulting negative (-) value to 0. The ReLU 

activation process is calculated using Equation 3. 

𝑅𝑒𝐿𝑢(𝑥) = 𝑚𝑎𝑥(0, 𝑥)  .......................................................... (3) 
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Figure 13. Regression Box Figure 14. Classification Process 
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The next step is a linear operation for every four operations (A = anchor) per spatial location. 

Every four anchors A per spatial location can predict the relative offset between the anchor and the 

ground-truth box. In the fifth stage, the ReLU activation process is carried out using Equation 3. In the 

sixth stage, a non-maximum suppression function is performed. Each anchor predicted by the object is 

given a thresholding score of 0.5. If the confidence score <0.5, the bounding box is deleted. If the 

confidence score is > 0.5, then a bounding box is generated, predicted by the object with the highest 

score. The bounding box that has the highest score is the object successfully classified. The confidence 

score is obtained from the results of each anchor, which is predicted as an object. 

6. Classification Process 

Figure 14 shows the flowchart of the classification process. The classification process is carried 

out to detect the driver's object using a seat belt and a driver who did not use a seat belt to produce a 

value and object class label. 

The classification process's initial stage is the convolution of the feature extracted image with a 

3x3 kernel four times with 256 filters. Then, ReLU activation is carried out to change the negative ( -) 

value to 0. In the next step is convolution 3x3 with filter K = class and A = anchor. Next, the ReLU 

activation process is carried out again and continues with the focal loss process to calculate the loss 

value on the detected class's ground-truth label. In the focal loss process, a parameter with a value of γ 

used is 2, and the value of  used is 0.25 to get maximum results on the use of the focal function [6]. 

Focal loss can process with Equation 4. 

𝐹𝐿(𝑝𝑡)  =  −𝛼(1 −  𝑝𝑡)𝛾 𝑙𝑜𝑔(𝑝𝑡)...............................................  (4) 

3. RESULT AND DISCUSSION 
Training Process 

In this study, the training process used a dataset of objects using seat belts totaling 10,623 images. 

The dataset used consists of a bounding box label for the object class of the driver who uses a seat belt (SP) 

and the driver who does not use a seat belt (NSP), as in Figure 15. Every image consists of coordinates and 

object's class, which is then stored in a file with the extension *. xml. The training process uses parameters 

with a batch size of 1, 10,623 steps, and 16 epochs. The training process's output results produce loss values, 

accuracy values, and * .h5 extension. 

This training process utilizes Google Colaboratory with the Nvidia Tesla V100 SXM2 GPU's 

hardware specifications with 25 GB RAM Memory. Figure 16 and Figure 17 show a graph of the loss value 

from the RetinaNet training model results with the ResNet-101 and ResNet-152, respectively. 

 
Figure 15. Example of a driver's object dataset using seat belts  

 

 

 

 
 

Figure 16. ResNet-101 Training Loss Graph Figure 17. ResNet-152 Training Loss Graph 
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Based on Figure 16, the loss value from the RetinaNet training model results with the ResNet-101 

architecture. In the 1st epoch training process, the regression loss was 1.8057, and the classification loss 

was 0.4847. At each increase in the number of epochs, there was a decrease in the loss value. In the 16th 

epoch, the loss value decreased with regression loss of 0.8576, classification loss of 0.2669. Meanwhile 

based on Figure 17, the 1st epoch of the ResNet-152 training process resulted in a regression loss of 1.8053, 

a classification loss of 0.5026. At each increase in the number of epochs, there was a decrease in the loss 

value. At the 16th epoch, the loss value decreased with regression loss of 0.8678, classification loss of 

0.2623. 

The training process also measures accuracy, from the RetinaNet training model's results with the 

ResNet-101 architecture obtained in the 1st epoch training process, the regression accuracy is 0.4301, and 

classification accuracy is 0.7018. With each increase in the number of epochs, the classification accuracy 

value increases. In the 16th epoch, there was an increase in classification accuracy with regression accuracy 

of 0.3941 and classification accuracy of 0.9901. Meanwhile, the results of the RetinaNet training model 

with the ResNet-152 architecture. In the 1st epoch training process, the regression accuracy is 0.4283, and 

the classification accuracy is 0.8010. With each increase in the number of epochs, the classification 

accuracy value increases. In the 16th epoch, there was an increase in classification accuracy with regression 

accuracy of 0.3803 and classification accuracy of 0.9939. Based on the results of training using ResNet-

101 and ResNet-152, the following comparisons were obtained: 

Table 1. Comparison Table of Training Results using ResNet-101 and ResNet-152 
Backbone  Regression Loss Classification Loss Regression Accuracy Classification Accuracy 

ResNet-101 0.86 0.27 0.39 0.99 
ResNet-152 0.87 0.26 0.38 0.99 

 

  The ResNet-101 and ResNet-152 backbones have the same performance from the training process 

comparison table without any significant differences, as shown in Table 1. 

Testing Process 

The detection test for seat belts was carried out at traffic light stops on Jalan Suci and Jalan 

Soekarno Hatta, Bandung. Tests carried out are as many as 60 images on the object of the driver who uses 

a seat belt (SP) and the driver who does not use a seat belt (NSP). In the testing process, system input is in 

the form of a front view car video recording file. The video is then extracted into frames. A preprocessing 

process is carried out in each frame to create zero paddings for each color channel; Figure 18 shows the 

preprocessing process' image. Then the feature map extraction process is carried out with the RetinaNet 

model using the ResNet architecture so that the feature map/weight values are obtained from the test data 

by producing an anchor prediction to detect the driver using a seat belt, in Figure 19 is the image of the 

feature map extraction process using ResNet. 

Furthermore, the box regression and classification processes are carried out. This process is carried 

out simultaneously to produce labels, bounding boxes, and classification values on detected objects. The 

box regression process is carried out to regress any excess value on the bounding box of the detected object, 

as shown in Figure 20 the image of the box regression process is shown. Then, the classification process is 

carried out to detect the existence of a driver object using a seat belt and a driver who does not use a seat 

belt, as shown in Figure 21 an image of the classification results of a driver using a seat belt is shown.  

 

 
Figure 18. Preprocessing Results 

 
Figure 19. The Feature Map Extraction Result 
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Figure 20.Regression Box Result 

 
Figure 21. Classification Result 

System performance testing is carried out by measuring precision, recall, f1 score, and accuracy 

[21][22]. Precision is the level of accuracy between the ground truth and the results given by the system. 

The recall is the success rate of the system in finding information. F1 Score is the comparison of the average 

precision value with the weighted recall value. Accuracy is the level of closeness between the predicted 

value and the real value.  

The test was carried out 60 times which were divided into two stages. The first stage of testing 

was carried out on 32 images of driver objects using seat belts. The second stage of testing was carried out 

on 28 images of the driver who did not use a seat belt. Table 2 shows the results of the average precision, 

recall, F1 score, and accuracy in detecting the use of seat belts in car drivers using the ResNet-101 and 

ResNet-152 architecture. 

 

Table 2. Testing system performance using ResNet-101 and ResNet-152 

No Testing 

Resnet-101 ResNet-152 

Precision Recall F1 

Score 

Accuracy Precision Recall F1 

Score 

Accuracy 

1 Image object of a driver 
wearing a seatbelt 

97% 97% 97% 97% 100% 100% 100% 100% 

2 Image object of a driver 

not wearing a seatbelt 

77% 77% 76% 75% 98% 98% 98% 96% 

Average 87% 87% 87% 86% 99% 99% 99% 98% 

 

 
Figure 22. Performance System Comparison Chart of ResNet-101 and ResNet-152  

Figure 22 shows the seat belt use detection system's test results for car drivers with the RetinaNet 

model using ResNet-101 and ResNet-152 architectures. In testing, this system shows that the ResNet-152 

architecture is better than the ResNet-101 architecture in detecting the use of seat belts in car drivers. The 

RetinaNet model uses the ResNet-152 architecture in detecting the use of seat belts showing a precision 

value of 99%, a recall value of 99%, an f1 score of 99%, and an accuracy value of 98%. 

In testing this system, the ResNet-152 architecture is better at detecting seat belt usage because 

the ResNet-152 architecture has a deeper feature extraction process for object detection processes. The 

deeper the feature extraction process on ResNet, the more accurate the system will be in detecting driver 

objects using seat belts and driver objects that do not use seat belts. 

 

4. CONCLUSION 
Based on the results of the research that has been done, there are several conclusions. In the 

RetinaNet model's training process using the ResNet-101 backbone architecture, the regression loss value 

is 0.8576, the classification loss is 0.2669, the regression accuracy is 0.3941, and the classification accuracy 

is 0.9901. With the RetinaNet model using the ResNet-152 architectural backbone, the regression loss value 
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is 0.8678. Classification loss of 0.2623, regression accuracy of 0.3803, and classification accuracy of 

0.9939. Decreasing the loss value can increase the classification results on the object. Based on the results 

of these comparisons in the training process, ResNet-101 and ResNet-152 do not have a significant 

difference. Based on the test, in detecting seat belts in car drivers with the RetinaNet model, using the 

ResNet-152 architecture is better than the ResNet-101 architecture. The ResNet-152 architecture shows a 

precision value of 99%, a recall value of 99%, and f1 score of 99%, and an accuracy value of 98%. There 

is limitation of this research that should be acknowledge. The dataset used in this study only consist of 

images taken from a single location and might not represent the diversity of driving conditions in Indonesia. 

To address the limitation, future research colud consider expanding the dataset to include images from 

various locations and driving conditions, as well as adding other safety-related issues in driving. 
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